
1 of 23

Alternative Social Media: From Critique to Code

Robert W Gehl, University of Utah

This is a draft of a chapter in the forthcoming book, The SAGE Handbook of Social Media, edited by 
Jean Burgess, Alice Marwick, and Thomas Poell.

It's common to start any essay on social media with numbers, especially total numbers of users, as a 
means to establish their significance. So I will do the same here. These are the estimated registered 
members of several social networks:

 Ello: over 2,000,000

 *diaspora: 602,795

 Twister: 80,493

 GNU social: 25,8231

For anyone with a passing familiarity with the size of the user bases of Facebook, Twitter, Google+, or 
Pinterest, these numbers are not particularly impressive. However, for students of social media, these 
estimated numbers tell us that there is life outside the walls of the dominant social media platforms. 
Ello, *diaspora, Twister, and GNU social are part of a larger collection of sites meant to be alternatives 
to the mainstream. They are, as I call them, alternative social media. 

What makes them "alternative"? In this chapter, I suggest that these sites are not alternative in the sense
of mere choice (as in, you have a choice between Coca-Cola and Pepsi). Rather, they are alternative in 
the same sense that "alternative media" (Atton, 2002) are alternative: their internal operations, 
economics, and cultural practices are markedly different from what I call "corporate social media." In 
addition to providing users with a choice, they provide new ways of thinking about what "social media"
means. Alternative social media exist as a response to the criticisms of corporate social media: namely, 
their surveillance practices, their appropriation of user data, their emphasis on marketing messages over
other forms of connection, and their algorithmic shaping of sociality, to name a few.

To highlight the differences between alternative social media (hereafter, ASM) and corporate social 
media (hereafter, CSM), in the first half of this chapter I will explore several academic critiques of 
corporate social media, tracing lines of argument through technical, economic, and cultural lenses. The 
lines of critique described below are not exhaustive, but they help illuminate differences between 
corporate social media and alternative social media. In the final half, I will explore how various 
alternative social media can be seen as responses to the criticisms leveled at CSM. Much of the second 
half is derived from my previous work on ASM, interviews with ASM makers and users, as well as my 
ongoing participant observation of multiple ASM systems.

1 Sources for these statistics: Ello (https://ello.co/dredmorbius/post/gxpvKs_tp-SL10nNJ1Rlbw); diaspora*: 
(http://pods.jasonrobinson.me/); Twister (http://yazgi.net/twister/users/charts); GNU social: (http://gstools.org/).

http://gstools.org/
http://yazgi.net/twister/users/charts
http://pods.jasonrobinson.me/
https://ello.co/dredmorbius/post/gxpvKs_tp-SL10nNJ1Rlbw
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Critiques of Corporate Social Media
There are three lines of critique directed at corporate social media that have direct relevance for any 
exploration of alternative social media. These are 1) critiques of CSM technical infrastructures, 
focusing on the network and software structures of CSM; 2) critiques of the political economy of CSM, 
focusing on how CSM monetize user activities and privilege marketing messages over other forms of 
communication; and 3) critiques of the dominant cultural practices and uses of CSM, focusing on 
social practices that are partly conditioned by CSM. As with anything to do with digital media, the lines
between technical, economic, and cultural activities are blurred.

Technical infrastructures

The goal of this line of critique is to map how CSM are "primarily concerned with establishing the 
technocultural conditions within which users can produce content and within which content and users 
can be re-channeled through techno-commercial networks and channels" (Langlois et al., 2009). Thus, 
critical exploration of the technical infrastructures of CSM comports to traditional media theory, which 
focuses on the medium over the message. Critics of CSM have largely focused on two main topics: the 
(en)closed structure of CSM network topologies, and their use of algorithms.

Much of the criticisms of the technical structures of CSM are directed at their centralized network 
topologies. Mark Andrejevic's (2007) criticism of Google's free wi-fi program as an example of 
"enclosure" anticipates this line of critique. For Andrejevic, technology companies such as Google and 
Microsoft seek to enclose end users within a centralized network topology, drawing more and more 
user activity into corporate surveillance systems and policing the "proper" uses of their respective 
technologies. Moreover, Andrejevic also notes that technology firms work to elide the internal details 
of their networks behind the (then proverbial, now ubiquitous) discourse of the "cloud" (also see 
Mosco, 2014). "The cloud" is in this case a fog that covers up the recentralized relationship between 
once relatively autonomous computer users and the manufacturers and service providers those 
computers now connect to. This relies on closed, proprietary code and protocols that end users cannot 
modify (Cabello et al., 2013: 340). 

This critique of technology firms' double move of centralization and wiring shut (Gillespie, 2007) 
figures into later critical work exploring CSM. As Gerlitz and Helmond (2013) have shown, Facebook's
centralized power is extending through the ubiquitous "Like" button and Facebook's Connect login 
system. The Like button and Connect appear to be distributed across the Web in a decentralized 
manner; many sites allow for users to sign in with Facebook and Like items on their pages. This 
decentralizes the point of data gathering: one no longer needs to visit Facebook.com to have one's data 
tracked by Facebook. Yet, Gerlitz and Helmond argue that this distribution is always connected to the 
centralized data processing core of Facebook. This simultaneous, distributed centralization (Gehl, 
2012), where end users' data is gathered across the Internet and drawn into centralized CSM, 
exemplifies the (en)closed line of critique: critics are finding that interaction is made more visible and 
transparent as users channel their social activities through social media. At the same time, the inner 
workings of social media – data analysis, storage, and sales – are increasingly closed and opaque. 
Everything flows to the logical center – large server farms and corporate headquarters – but the inner 
workings of that increasingly important and powerful center are obscured.

More recently, critical attention has turned to the use of algorithms to shape social and technical 
interactions within CSM platforms. The power of algorithms to shape online social interaction was 
quite visible during the 2014 controversy over the Facebook contagion study, where social scientists 
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from Facebook, UC-San Francisco, and Cornell manipulated hundreds of thousands of Facebook users' 
social streams in order to elicit various emotional responses (Kramer et al., 2014). However, that 
controversy is only a more visible example of longstanding concerns over algorithmic shaping of 
culture. For example, Twitter's "Trending Topics" algorithm has been criticized multiple times for 
perceived censorship of topics such as "Occupy Wall Street" (Gillespie, 2011).

These controversies reveal anxieties over CSM's ability to algorithmically shape both the present and 
the future. Writing about the present, Weltevrede, Helmond, and Gerlitz (2014) have explored the 
technical construction of "real time" within Facebook, Twitter, and Google, among other platforms. 
"Real-time," Internet critic Geert Lovink quips, "is the new crack" (Lovink, 2012: 11). Weltevrede, 
Helmond, and Gerlitz show us how this "crack" is algorithmically constructed, as well as how its 
addictive properties are tied to CSM imperatives. Denying any essential, a priori concept of time, they 
argue that Twitter, Facebook, and Google algorithmically engineer a sense of presence and immediacy 
within their specific sites: "The organization of the pace of updates can be thought of as a pattern 
through which the continuous production of new content is being organized in ways that are aligned 
with the specific politics" (Weltevrede et al., 2014: 19) of systems such as corporate social media. CSM
pushes out content, notifying us that there are 5 more Tweets, 10 more Likes, or 17 new Google+ 
messages. We turn to them to know what's going on now. However, Weltevrede, Helmond, and Gerlitz 
also note other temporalities that exist alongside these constant updates:

In the case of Twitter, which simultaneously displays fresh, new content and relevant, 
featured results, relevance becomes a recommendation feature that alters the pace of the 
freshness stream, as these so-called Top Tweets are designed to produce future user 
engagement by making them sticky and able to stay on top of a fast-changing stream 
(Weltevrede et al., 2014: 18).

These multiple temporalities – the constant appearance of fresh, user-generated content on the one 
hand, and curated trends on the other – are not accidental, but are tied to the desires of CSM to keep 
our attention both on streams of new content and the often sponsored "sticky" messages that appear 
alongside.

These "sticky" messages – trending topics, recommended reads, and the like – are the objects of 
multiple critics of CSM algorithms who focus on how CSM can shape the future. Ganaele Langlois 
(2014) has explored the "recommendation engines" of corporate social media, seeing them as 
"colonization of users' experiences of meaning" (Langlois, 2014: 85). Langlois finds that 
recommendation engines algorithmically shape what phenomenologists call "protention" (that is, our 
future expectations; see Langlois, 2014; Hansen, 2006: 304; and Turow, 2011). Similarly, Ted Striphas 
critiques "algorithmic culture," "the enfolding of human thought, conduct, organization and expression 
into the logic of big data and large-scale computation, a move that alters how the category culture has 
long been practiced, experienced and understood" (Striphas, 2015: 396). Striphas sees CSM (and other 
large, centralized online systems such as Netflix and Amazon) as the new arbiters of culture, shaping 
our tastes through computer code. In other words, as more of our activities are channeled through 
CSM, CSM has more influence over our thoughts and actions as we move through space and time.

In sum, the criticism of the technical elements of CSM ties in their network topologies, use of closed-
access code and databases, and their algorithmic shaping of both the present and future. The next line 
of critique, that of political economy, draws our attention to how these technical infrastructures relate to
the profit motives of CSM.
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Political Economy

When it comes to critiques of the political economy of corporate social media, perhaps the most 
fundamental concept is that of free labor. This concept, proposed by Tiziana Terranova (2000), 
describes how Web users contribute valuable labor to online applications. "Simultaneously voluntarily 
given and unwaged, enjoyed and exploited, free labor on the Net includes the activity of building Web 
sites, modifying software packages, reading and participating in mailing lists, and building virtual 
spaces on MUDs and MOOs" (Terranova, 2000: 33). Terranova's argument holds that digital capitalism
requires a large range of activities to keep it operating: moderating online communities, adding to open 
source code, or tagging objects, to name a few. These are done, for the most part, by unpaid volunteers, 
to the benefits of for-profit corporations who claim ownership over the results of users' labors.

This analytical concept had immediate applicability to specific instances of online social interactions. 
Hector Postigo (2003, 2009), for example, explores the America Online volunteers who did unpaid 
work to maintain AOL forums. Mark Coté and Jennifer Pybus (2007) take up the concept to explore 
how MySpace managed its users, training them to profile themselves and contribute to the cultural, 
creative, and economic dimensions of the site. The promise of MySpace was that users who worked 
hard enough within its structures would become hypervalorized "MySpace celebrities"; Coté and Pybus
point to the example of Tila Tequila, a celebrity who used MySpace to promote herself and thus 
became a model laborer for other MySpace users to emulate. I myself take up the concept of free labor 
to contrast Facebook's management of its users as free laborers with MySpace, arguing that Facebook's 
more standardized structure helped make its free laborer/users more productive (Gehl, 2014b).

All of this begs questions: more productive for whom? Who benefits economically from the free labor 
of social media users? CSM relies on a basic exchange: you provide your personal information and 
your free labor, and in exchange CSM gives you access. While you have access, part of your attention 
must go to marketing messages. Therefore, marketers and advertisers are the primary beneficiaries of 
user free labor. Many critics suggest that users' constructions of their own profiles greatly benefit 
marketers and advertisers who previously had to do the work of profiling people (see Elmer, 2004). As 
Nick Couldry and Joseph Turow note, thanks to users doing the work of self-profiling themselves in 
Facebook and Twitter, "It is... now possible to buy the right to deliver an ad with a message tailored to a
person with a specific profile at the precise moment that that person loads a Web page" (Couldry and 
Turow, 2014: 1714). As Maria Bakardjieva puts it, "Thus we find our Facebook profile page populated 
with our friends’ images, pronouncements, witty snippets and exclamations, all impishly mixed up with
rider boots, cruise ships, designer clothes, eye-glass frames – you name it. In fact we have named it, 
directly or not – at some point in the recent past, and Facebook is happy to oblige" (Bakardjieva, 2014: 
376). Here we see a corollary to the "realtimeness" that Weltevrede, Helmond, and Gerlitz (2014) found
in their analysis of CSM technical structures: as users do the work of responding to real-time prompts 
(and therefor contribute to social streams), CSM sites mine their activities and sell their attention in 
real-time to marketers and advertisers who place targeted ads into end-users' social media screens.

But marketers and advertisers aren't the only ones benefiting from the free labor of users. The CSM 
platforms do, as well. Taina Bucher's (2012) analysis of Facebook's EdgeRank algorithm suggests that 
Facebook privileges constant user participation in the site, which in turn prompts other users to 
continue to provide content as they all work against becoming "invisible" or drowned out by the 
constant stream of updates. Gerlitz and Helmond (2013) trace the "Like economy" to find the ways in 
which such simple binary signals constitute a whole range of online practices. Participation in 
Facebook (liking, friending, commenting), Twitter (tweeting, retweeting, favoriting), or Google+ 
(+1ing, sorting contacts into circles) has a multiplicative effect: the resulting "data and numbers have 
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performative and productive capacities, they can generate user affects, enact more activities and thus 
multiply themselves" (Gerlitz and Helmond, 2013: 13). Bringing these works together, we see that 
CSM are structured to intensify user participation, with the benefit of more traffic on these respective 
sites, more user attention paid to them, and more data produced by users (which can then be sold to 
marketers).

CSM users who operate within these logics often internalize them and reflect them in their practices. 
Indeed, Alice Marwick and danah boyd's (2010) analysis of Twitter users find that many of them 
negotiate categories such as "authenticity" and "professionalism" in order to present themselves to their
imagined audiences. "These exemplify highly self-conscious identity presentations that assume a 
primarily professional context. Revealing personal information is seen as a marker of authenticity, but 
is strategically managed and limited" (Marwick and boyd, 2010: 127). Building on these observations, 
both Marwick (2013) and I (Gehl, 2011) argue that the logic of branding and marketing has been folded
back onto corporate social media users themselves, who are encouraged to think of themselves as 
"personal brands." Thus, CSM users do not only do the work of building out the content of sites such as
Facebook and Twitter, nor the work of self-profiling so marketers no longer have to; they also construct
themselves in idealized ways, mimicking the economic practices of corporate branding and attempting 
to control how their profiles influence other users' sentiments. 

So far, I have traced the political economy line of critique with little regard for polis. However, several 
critics have addressed this topic, specifically the concern that the dominant CSM institutions (e.g., 
Facebook, Twitter, Pinterest, and Google) are peculiarly American, specifically Californian, companies.
As Miriam Rasch and Geert Lovink (2013) note, "Social media culture is belied in American corporate 
capitalism, dominated by the logic of startups and venture capital, management buyouts, IPOs, etc. 
Three to four companies literally own the Western social media landscape and capitalize on the content 
produced by millions of people around the world" (Lovink and Rasch, 2013: 367). 

In an example of the critique of American dominance of CSM, Jack Bratich (2011) traces states of 
exception as the U.S. State Department adjudicates between foreign media and home-grown media. In 
the case of Egypt, for example, "we see an interesting divide here. In residual cold-war logic, the 
sovereign adversaries are said to have State-run mass media. The USA, meanwhile, has State-friended 
social media" (Bratich, 2011: 629). In other words, U.S. political elites support Silicon Valley-native 
companies as they expand around the world, hailing their growth as media democratization, while 
condemning other nations' media systems as necessarily totalitarian and oppressive. 

Thus, the technical structures explored by CSM critics link up with these political economic concerns: 
CSM are centralized, American, for-profit firms that deploy algorithms to intensify content production 
by users, appropriating and selling the resulting data to marketers and advertisers, supported by 
hegemonic governments. This has direct implications for how subjectivities are shaped in and through 
CSM. I take up the overdetermination between CSM technical structures, political economy, and 
cultural practices in the next section.

Cultural Practices

When we consider how culture – that is, day-to-day practices and subjectivities – is overdetermined 
with technical and economic spheres, we see many articulations between network structures, 
algorithms, political economy, and the cultures of communication and sociality that are mediated in 
CSM. Cultural practices that have shaped, been shaped by, and emerged within the technical and 
economic imperatives of CSM have not gone unnoticed by critics. 
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The relationship between subjectivity, performance, and surveillance practices has perhaps been the 
single most explored topic for critical CSM scholars. Scholars have documented the various ways that 
CSM users perform, exhibit, and curate the self for others, whether those others be identifiable contacts
or an imagined audience (Albrechtslund, 2008; Donath and boyd, 2004; Hogan, 2010; Marwick and 
boyd, 2010). In making performative declarations about hobbies, passions, friends, and desires, CSM 
users construct themselves in ways that previous media systems did not allow. However, users' 
knowledge that such performances are mediated, structured, and recorded has a particular impact upon 
how they live their day-to-day lives. Dubrofsky (2011), for example, finds that Facebook normalizes 
surveillance as part of daily life:

Facebook animates a seamless (unremarkable) integration of surveillance into the lives of 
users.... Facebook effectively situates users as the master of their own surveillance and as 
the producers of their self under surveillance. On Facebook, surveillance is a practice of the
self (Dubrofsky, 2011: 120).

This normalization of surveillance is especially troubling when we consider the links between recorded 
and mediated performances of identity and the growing surveillance state. As Kirsty Best (2010) has 
shown, "I have nothing to hide" is a prevalent attitude among everyday Internet users, even as a steady 
drumbeat about corporate and government surveillance sounds in the news (also see Solove, 2007). The
normalized surveillance practices of CSM invite users to produce themselves through their data 
declarations, and, as Best notes, end users believe that they must be truthful and transparent in order to 
benefit from them.

Dubrofsky suggests that the self as constituted by surveillance produces a data-driven, profiled subject: 

The Facebook subject exists mostly through the data tracks it makes (there are few 
activities a subject can engage in that do not create data tracks traceable by either the 
makers of the site or by other users), which verify its existence as well as create its 
subjectivity: Facebook subjects are aggregates of traceable data (Dubrofsky, 2011: 124).

Indeed, as attention to and funding for Big Data analysis increases, conceptions of who we are and 
what possibilities lie before us can be increasingly decided in relation to the data profiles we are 
building within CSM (Mackenzie, 2013). Given that centralized CSM systems have particular 
economic goals in mind (i.e., the abstraction and sale of our information and the direction of our 
attention to marketing messages), the sort of subjectivities that are being shaped within and through 
CSM are increasingly tied to those economic imperatives. Ultimately, I would suggest that the 
subjectivity preferred in CSM and produced through normalized surveillance is not that of the citizen, 
but of the consumer (Gehl, 2013).

Alongside the concerns about surveillance practices and the construction of the self, recent criticism of 
CSM, especially Facebook (but to a lesser extent Google+ and LinkedIn), has been directed at their 
requirement that users sign up with their real names. While early CSM saw the practice of "Fakesters" 
(i.e., fake or pseudonymous profiles) (boyd, 2006), Facebook was able to create a culture of real-world 
identities, both through relying on third-party verification (college IDs at first, then later work-based 
emails) and through the use of the "social graph" as a means to vet individuals (Gehl, 2014b: 85). 
Twitter of course does not have a real-name policy, but its increasing prominence as a place where 
media outlets, celebrities, and businesses promote themselves as "brands," as well as the badge of 
honor that is the "verified account" status, are tied to a culture of authenticity within the site (Marwick 
and boyd, 2010). Google+ had a real-name policy, but dropped it under pressure from protesters 
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(MacKinnon and Lim, 2014). As José van Dijck (2013: 200) argues, "Platform owners have a vested 
interest in pushing the need for a uniform online identity to attain maximum transparency, not only 
because they want to know who their users are, but also because advertisers want users’ ‘truthful’ data."
A user signed up with a real-world identity is thus more valuable to marketers, and we might expect 
more demands for real names in CSM in the future, protests notwithstanding.

Indeed, this cultural practice has ossified into a policy: the "real-world identity" policy of Facebook. 
Facebook's policy manifests in multiple ways, including the requirement of a government ID to sign up
(if a user is unable or unwilling to provide a mobile phone number) as well as the recent controversy 
over the use of stage names by drag queens within Facebook (Lux, 2014). Examining the latter, Jessa 
Lingel and Adam Golub (2015) explore how drag performers use social media. As they argue, 

Drag performers are tasked not only with fitting complex narratives of gender into rigid 
online interfaces, but with leveraging social media tools in service of personal, 
professional, and community objectives. While drag itself presents a dramatic form of 
complexity, there are more general layers of complexity around negotiating personal and 
professional life within a single platform. We argue that Facebook, like other dominant 
social media platforms, tends towards a design ethic of singularity and simplicity, 
fundamentally at odds with technological preferences (or needs) for complexity and mess 
(Lingel and Golub, 2015: 537).

This "design ethic of singularity and simplicity" runs counter to the identity-play that we presumably 
have in online interactions (e.g., Turkle, 1995). Instead, CSM's "conflation of self-expression, self-
communication and self-promotion into one tool, which is subsequently used for personality 
assessment and manipulating behavior, should raise the awareness of users in their different roles as 
citizens, friends, employees, employers and so on" (van Dijck, 2013: 213).

Similarly, the "singularity and simplicity" of the term "friend" as it is used in CSM has been critically 
explored. Danah boyd (boyd, 2006; Donath and boyd, 2004), for example, has done pioneering work 
on the early CSM sites Friendster and MySpace, contrasting the vernacular meaning of friendship with 
the actual practices of users. Users of Friendster, for example, listed as "Friends" "fellow partygoers, 
people they knew (and people they thought they knew), old college mates that they hadn’t talked to in 
years, people with entertaining Profiles, and anyone that they found interesting. Not everyone took the 
Friendship process seriously" (boyd, 2006). Despite this observation, rather than bemoaning the erosion
of friendship and social interaction, boyd's valuable work has empirically examined new forms of 
sociality enabled by CSM, especially for teens and young adults.

However, even as critics have noted complex, emergent new forms of sociality in CSM, they also have 
evaluated the quality of those new social interactions. Some critics find them lacking. Bernard Stiegler, 
for example, draws on Aristotelian philosophy and decries the "social engineering" of CSM: 

By (formally) declaring our "friends" and our "friendship," and also operating a selection 
among our friends, acquaintances, and contacts of all sorts, here all lumped together under 
the appellation "friends," we trigger a profound alteration of what used to be understood as 
social networks: friends, family and relatives, acquaintances, chums, pals, old social 
structures, the very ones creating those networks and depending on them at the same time 
(Stiegler, 2013: 20 original emphasis).

Stiegler goes on to suggest that the formal declaration of connection in sites like Facebook is the 
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"grammatization" (i.e., discretization, abstraction, and rationalization) of social relations, which can 
enable the modulation and control of populations and ultimately the "destruction of the social" 
(Stiegler, 2013: 27).

Similarly, although she does not use Stiegler's term "grammatization," Maria Bakardjieva points to the 
discretization process: 

Twitter gives us the benefits of purging all words that do not represent the most direct 
means to an end. Facebook conveniently serves us with a button to register our ‘likes’, thus 
saving us the need to expend time and imagination on crafting an approving comment 
(Bakardjieva, 2014: 374). 

Ultimately, Bakardjieva concurs with Stiegler, criticizing the "McDonaldization" of friendship: 
"interpersonal sharing is mass-produced, standardized and automated. By claiming ownership over the 
notion of friendship, social media platforms seize the power to mold its cultural understanding in a 
formally rationalized manner" (Bakardjieva, 2014: 381).

There is certainly much more to be said about CSM, both from critical perspectives and from more 
celebratory frameworks. The lines of technical, economic, and cultural critique I offer here are germane
to the next section: the exploration of alternative social media systems that have been built as a 
response to the growing body of criticism leveled at CSM.

From Criticism to Code
At its best, criticism – the active interrogation of cultural practices – opens up new possibilities of 
imagination and practice (Feenberg, 1986). But this opening up is also a key limitation of critique; very
often the critic is satisfied with pointing out flaws, ruptures, and contradictions while leaving the 
construction of solutions to others.

To be fair to academic critics of CSM, most do not have the training or time to construct solutions to 
the problems in sites such as Facebook and Twitter. Nor are they likely to receive any institutional 
benefits from doing so. However, as I argue elsewhere (Gehl, 2014b), tackling sociotechnical problems 
requires more than critique; all of us need to learn from the knowledge gained by critical inquiry and 
apply it to specific, grounded, viable sociotechnical solutions, as well. This is a process I call "critical 
reverse engineering." Fortunately, there are a growing number of coders, software engineers, Web 
administrators, and users who are developing alternatives to CSM: what I call "alternative social 
media" (Gehl, 2015c). ASM are technologies built as a critical response to CSM; they are new social 
media systems that replicate positive features of CSM while removing negative features.

The origin story of one such ASM site, diaspora*, illustrates this move from critique to code quite well.
In February of 2010, lawyer, Internet scholar, and activist Eben Moglen spoke at a meeting of the 
Internet Society of New York at New York University (Moglen, 2010a, 2010b). In that talk, Moglen 
summed up many of the critiques of CSM detailed here: their centralization on server farms, their for-
profit nature, and their "[degeneration of] the integrity of human personality" (Moglen, 2010a, 2010b). 
But after those critiques, Moglen made an impassioned plea:

The problems are really bad.... The solution is made of our parts. We've got to do it. That's 
my message. It's Friday night. Some people don't want to go right back to coding I'm sure. 
We could put it off until Tuesday but how long do you really want to wait? You know every
day that goes by there's more data we'll never get back. Every day that goes by there's more
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data inferences we can't undo. Every day that goes by we pile up more stuff in the hands of 
the people who got too much. So it's not like we should say "one of these days I'll get 
around to that." It's not like we should say "I think I'd rather sort of spend my time 
browsing news about [the] iPad" (Moglen, 2010a, 2010b).

In the audience were four NYU students, Ilya Zhitomirskiy, Dan Grippi, Max Salzberg, and Raphael 
Sofaer, who took up Moglen's call and began diaspora*, one of the ASM projects I will detail below. 

I point to this origin story as an example of the interface between critique and construction. This is an 
academic critic making the case for solutions to the problems of CSM and coders seeking a project they
could pursue. Such meetings of critics and coders need to happen more often.

Here, I will trace a range of projects that have taken seriously the critiques leveled at CSM and have 
produced possible solutions in the form of alternative social media. Mirroring the above sections, I will 
examine ASM in terms of technical infrastructures, political economy, and cultural practices.

Technical infrastructures

A great deal of innovative work has gone into addressing the criticism of CSM centralization. Because 
CSM are centralized – that is, they comport to a star network topology, where all data flows to a logical
center – then ASM must decentralize. 

Many ASM take one of two approaches to implement decentralization: federation and distribution. The
first approach, federation, is taken by systems such as diaspora*, rstat.us, and GNU social.2 The 
federation approach modifies the server-client architecture so that multiple, independent Web servers 
can "federate" into a larger network. In their paper on diaspora*, Bielenberg et al (2012) explain, 

Rather than forcing users to store all their information on one central server or a collection 
of servers owned by one single entity, the Diaspora network users decide for themselves on 
which servers their information will be stored. Some users choose to maintain their own 
Diaspora servers in order to keep complete control of their data, while others might choose 
to join an existing server (Bielenberg et al., 2012: 13).

Thus, a user might run diaspora*, rstat.us, or GNU social on her own server, or she might sign up on a 
server run by someone she trusts. Either way, users can communicate with one another across servers 
using protocols that are included with the software. diaspora* explains this process with the metaphor 
of seeds: diaspora*'s logo is a dandelion gone to seed. Metaphorically, a new server is a "seed" planted 
by the overall project, blooming as new members join.

Distribution, on the other hand, is even more decentralized. Whereas federation employs the client-
server architecture, distribution relies on peer-to-peer connections. In this architecture, there are no 
central servers; every device attached to the network (phone, tablet, laptop, or desktop computer) is 
both a server and a client. Given the prominence of peer-to-peer systems such as Napster in the early-
to-mid-2000s, many computer scientists explored ways to build peer-to-peer social networks (e.g., 
Ackermann et al., 2008; Koll et al., 2014; Mahdian et al., 2011). However, there have been series of 
very difficult technical problems to solve, including authenticating users and the storage of data. Two 
viable solutions to these problems are bittorrent protocols and blockchain storage systems (such as the 
one used by Bitcoin). The project that has synthesized these technologies into a peer-to-peer ASM 

2 For more details on the alternative social media systems mentioned throughout this paper, including URLs, see Appendix 
A, as well as the S-MAP: The Social Media Alternatives Project (www.socialmediaalternatives.org).
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microblog is Twister (Freitas, 2015b). Twister allows now-conventional microblogging practices 
(following, short messaging, repeating messages, and replying), but it does so as a fully independent 
node operating on the end users' devices.

I should note that not all ASMs use decentralized architectures, whether federated or distributed. Many 
operate as centralized client-server systems. Ello, for example, uses the standard centralized model. The
dark web social network Galaxy2 operates as a Tor hidden service, which means that it runs on a 
centralized server, albeit one that has its geographic location hidden. As a 2012 critical survey of the 
economics and technical structures of decentralized architectures found, decentralization is a very 
difficult task (Narayanan et al., 2012). But even in the few years since that survey was released, 
decentralized networks are becoming the norm among ASMs.

A corollary to decentralization is the opening up of internal details. Whereas Facebook, Google, 
Twitter, and Pinterest store data and run code on server farms that are inaccessible to end users, making
them, as Gillespie (2007) might put it, "wired shut," many ASM use Free, Open Source Software 
(hereafter FLOSS), or even Public Domain licensing schemes, enabling end users the ability to inspect, 
modify, and replicate their code. As a project sponsored by the Free Software Foundation, GNU social, 
for example, is free software. As GNU social founder Matt Lee explains,

Free software is software that can be controlled by the users of the software, rather than the 
developers. Users of a free program can run, copy and modify the program to suit their own
uses, and share copies with friends and colleagues. GNU social is a little different in that it 
is primarily used in a web browser, so we used a special free software license that extends 
these freedoms to users in a browser (qtd. in Gehl, 2015c: 6).

Whereas Facebook, Google, Twitter, and Pinterest's software is obscured in a cloud, the lines of code 
comprising Free Software are open for inspection by all, including end users.

Finally, as for the algorithmic shaping of the present and future, the predominant response of ASM is 
simple: they don't use algorithms to shape social streams. For example, Ello proclaims, "Ello doesn’t 
use manipulative algorithms that control what you see" (Ello Dictionary, 2015). This might change as 
these systems grow, but in keeping with their status as alternatives, it is possible that ASM will 
approach the use of algorithms quite differently from CSM. In an interview, Twister creator Miguel 
Freitas noted that, in the future, users might demand algorithms to shape what they see in Twister. 
However, 

Because content is always delivered to your node unfiltered, that means that any content 
filter will have to be applied locally. Pretty much like those SPAM filters which for a while 
were built into POP3/IMAP clients. This hypothetical filter would be open for examination 
and configuration by the user.... The user would always have the final word on what is 
filtered and how the algorithm works (Freitas, 2015a).

Thus, in contrast to the algorithms developed by data scientists and software engineers working for 
Facebook, Google, Pinterest, and Twitter, ASM algorithms would likely arise from end users 
(admittedly, end users with coding abilities). Moreover, because ASM tend to rely on FLOSS licensing,
these algorithms would be open to end user inspection and auditing.

The lack of ASM algorithms begs the question: why do CSM use them? The answer offered by 
executives at Facebook and Twitter is: we want users to see the most relevant items. Otherwise, users 
would drown in content. The fact that ASM can offer similar features to CSM without shaping streams 
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with algorithms undermines the CSM executives' arguments. In my experience on a host of ASM sites, 
I have not encountered users complaining about the pace or volume of content, nor have I seen any 
users asking for algorithms to shape what they see. For now, ASM users enjoy "raw" streams of updates
and content from their fellow users.

Political Economy

In mid-2014, the social networking site Ello got a lot of attention, especially due to its manifesto, which
read in its entirety:

Your social network is owned by advertisers.

Every post you share, every friend you make, and every link you follow is tracked, 
recorded, and converted into data. Advertisers buy your data so they can show you more 
ads. You are the product that’s bought and sold.

We believe there is a better way. We believe in audacity. We believe in beauty, simplicity, 
and transparency. We believe that the people who make things and the people who use them
should be in partnership.

We believe a social network can be a tool for empowerment. Not a tool to deceive, coerce, 
and manipulate — but a place to connect, create, and celebrate life.

You are not a product (Ello Manifesto, 2014).

Ello's manifesto was cited in a range of news outlets who proclaimed it to be a novelty: an "ad-free 
social network" (e.g., Butcher, 2014). However, a marker of many ASMs, including those created prior 
to Ello, is their refusal to engage in the dominant political economy of the Internet: the sale of user 
attention to marketers. In other words, ASM refuse advertising. 

As I suggest elsewhere (Gehl, 2015c), the refusal of advertising in ASM does two things: first, it denies
moneyed speech – that is, statements that become more prominent because they are made by those who
pay for the privilege. Even as CSM are lauded for allowing all of us to speak, they have built into their 
interfaces spaces for "louder" voices – advertisers – whose messages get privileged positions on our 
screens. Secondly, and perhaps more importantly, refusing Internet advertising denies the entire socio-
technical system that it stands in for: cross-site tracking, standardized exchanges, and organizational 
dynamics (such as having departments and engineers dedicated to improving advertising response 
rates) (Turow, 2011). The anti-commercial ethos of ASM is in large part a reaction to the ways in which
advertising has warped previous media systems, including CSM, radio, and print.

In addition, the lack of advertising on ASM alters ASM's relationship to free labor. Like CSM, ASM 
rely on the free labor of their users: users construct profiles, write posts, comment on each other’s 
posts, declare connections, and signal affection (i.e., "liking" or "loving", depending on the system). 
Their affective work constitutes ASM, just as it does CSM. However, the ends to which this work is put
are often different. For example, on a dark web social network I explored (Gehl, 2014a), a user and an 
administrator collaborated on a privacy policy, with other users commenting on drafts. Users who 
contributed did so out of a sense of duty to what they called their "community." Contrast this with the 
privacy policies of sites such as Facebook, which are not written in consultation with users and appear 
to be more about laying greater and greater claim to user data (Opsahl, 2010). Moreover, because ASM 
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software is often licensed as FLOSS, users can contribute their free labor to the modification of the 
codebase. 

Finally, in line with the decentralization of network topologies, there's a political decentralization 
happening in ASM, as well. While many ASM have been conceived of and developed in the United 
States (e.g., diaspora*, GNU social, rstat.us), they have been contributed to and greatly modified by 
people outside the U.S. GNU social, for example, has been extensively modified by En Kompis 
Kompis, a Swedish team of software coders who have built Quitter.se, an ASM meant to challenge the 
power of the American firm Twitter. Likewise, according to https://podupti.me/, there are 93 diaspora* 
servers running worldwide as of this writing, and only 18% (17) of them are hosted in the United 
States. Many of them are located in Germany, Holland, and France. 

But ASM are also being developed outside the United States. One key example was Lorea, a federated 
ASM platform, developed to support the Occupy movement as it manifested in Spain and across 
Europe. Lorea, notably, was built specifically as a social networking system dedicated for such protest 
movements. This makes it unique; rather than being a pre-existing system appropriated for protest (as 
has happened with CSM such as Twitter), Lorea was built with the needs of protestors in mind 
(carolina, 2012). 

Development of ASM outside of the United States is important both as a challenge to the technological 
dominance of the U.S. and because of the recent revelations about U.S. National Security Agency 
spying on non-Americans. Brazil, for example, has for years sought to protect its indigenous 
technology industries from the power of U.S. firms such as Microsoft (Paiva, 2009). Moreover, it has 
reacted to leaked documents that reveal U.S. surveillance of Brazilian leaders by intensifying the 
development of its own technology industry (Mari, 2013; Solon, 2013). Brazilian support for FLOSS is
now presented as a national response to the centralized technological power of the United States. 

This is more than simply keeping American corporations at bay or blocking U.S. spying. Many of the 
reforms made by the Brazilian government are radical changes to the dominant regimes of copyright 
and intellectual property. According to Simon Phipps, Brazil's new 

License for Trademarks... adds additional rights on top of those delivered by open source. It
ensures that any trademarks used in the software can be freely used by the community and 
means that control of trademarks can't be used to chill the ability to exercise the four 
freedoms [of Free Software] (Phipps, 2011).

This license is required of all government-sponsored software projects. Although Twister is not 
government-sponsored, it's not surprising that it has emerged from Brazil, complete with an Open 
Source software license and a distributed architecture meant to prevent American companies from 
being able to shut down communication in Brazil (or anywhere else, for that matter) (Gehl, 2015a: 8–
9). Indeed, Twister appears to be growing in use among Chinese activists, possibly for these very 
reasons. 

Cultural Practices

As I argue elsewhere (Gehl, 2015c), given the revelations about both corporate and government 
surveillance over the past few years, as well as the normalized surveillance practices of CSM 
themselves, we might conclude that ASM must be anti-surveillance. This, we might conclude, would 
lead to different day-to-day practices occurring in ASM, ones tied less to public performances of 
identity and more to other factors. However, this is not the case. Social media – corporate or alternative
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– is defined by its public, performative aspects. Both CSM and ASM share the three features proposed 
by Ellison and boyd (2013): 

A social network site is a networked communication platform in which participants 1) have 
uniquely identifiable profiles that consist of user-supplied content, content provided by 
other users, and/or system-level data; 2) can publicly articulate connections that can be 
viewed and traversed by others; and 3) can consume, produce, or interact with streams of 
user-generated content provided by their connections on this site. (Ellison & boyd 2013)

What distinguishes ASM from CSM is a more democratic form of surveillance: "a wider negotiation of 
flows of vision and obfuscation than is allowed in CSM" (Gehl, 2015c: 7; also see Fuchs, 2012). This is
clearest to see when we consider federated and distributed ASM (e.g., diaspora*, GNU social, Twister).
Because these systems can be installed by end users, either on servers or local devices, the 
administrative control over them shifts from their creators to the end users. For example, I run Twister 
on several of my devices. This gives me, and me alone, administrative control; not even Twister 
founder Miguel Freitas could access my systems. Moreover, alongside this reduction in administrative 
surveillance capacity, users of ASM actively monitor the technical and policy decisions of 
administrators, critiquing their choices and demanding reforms if necessary.

The stated goal of many ASM is to allow censorship-free speech. Given that Facebook and Twitter 
users know that their statements are monitored both by other users, these respective CSMs, and state 
agents, and given that Facebook and Twitter have censored user posts many times (Gerstein, 2010; 
Pagliery, 2015), we might expect CSM users to carefully monitor what they say in order to avoid 
crossing a legal or normative line. In other words, we can expect a degree of self-censorship within 
CSM. This may not be a day-to-day concern of most CSM users (although Marwick and boyd (2010) 
have found evidence for this), but activists are quite aware of the pitfalls of CSM (Poell, 2014; 
Terranova and Donovan, 2013). Activists might be our proverbial "canaries in the coal mine," 
indicators of how deeply the internalization of the gaze of surveillance has penetrated into everyday 
users. In turn, following Foucault (1979), we can expect the internalization of the gaze to impact how 
we constitute ourselves as data subjects within CSM. In contrast, by building systems specifically to 
avoid censorship, ASM alter the parameters within which users can construct themselves through 
declarations and performances.

Where these altered parameters play out most prominently are in terms of real names and pseudonyms. 
In 2014, Facebook's real-name policy prompted public attention to Ello, revealing a major difference 
between ASM and CSM: there has never been a real-name policy in any ASM. Instead, ASM hearken 
back to an Internet before the real-name culture, a time of pseudonyms and the identity exploration that
comes with them.

Finally, I turn to the critique of the quality of social interaction on CSM, which centers on the use of the
term "friend." ASM have responded to criticisms of the reduction of all relationships to "friendship" by 
working on new methods of connection. diaspora*, for example, pioneered the concept of "aspects", 
where users can sort their contacts into various categories, such as friends, family, colleagues (All 
about aspects, n.d.). The activist-centric ASM Crabgrass used a completely different connective 
metaphor: the group (Sparrow, 2012). As ASM mature, we may see more such experimentation with 
both the granularity of social connection as well as new metaphors and approaches to connection. 
However, such experimentation can only go so far; in other essays (Gehl, 2015b, 2015c), I suggest that 
ASM can experiment with existing social media conventions only up to the point when they begin to 
offer something distinctly different from social networking. Returning to Ellison and boyd's (2013) 
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definition cited above, articulating connections is a sine qua non of social networking sites. Such 
practices are a source of the pleasures of social networking and online connection. Metaphors such as 
"friends" and "likes" are recognizable markers of these practices; thus ASM deploy them to signal to 
end users their purposes and goals.

Conclusion
As builders and activists Cabello et al argue, 

Contributing to the design and development of technopolitical tools enhances 'technological
sovereignty.' There are examples of such a rich contribution by citizens, for example the 
development of communal radio and television broadcasting, the launch of the first non-
military satellite into orbit, the invention of free software and licenses, and even the first 
news portal on the Internet with an open and anonymous publication system, set up by the 
Indymedia network in 1999 (Cabello et al., 2013: 340).

Here, Cabello et al articulate alternative social media (such as their project, Lorea) into a larger history 
of alternative media and technologies. Following them, I suggest that the best framework for 
understanding ASM is in terms of "alternative media": media that challenge centralized media power 
(Couldry and Curran, 2003: 7). ASM do so by multiple means:

 Offering decentralized network topologies that do not enclose users or their devices into 
centralized star topologies;

 Opening up their code, including their algorithms, to inspection and modification;

 Allowing users, rather than central administrators, the ability to restructuring flows of 
transparency and opacity;

 Refusing to alter their technical or organizational structures to accommodate advertisers;

 Allowing for more play with online identity, especially in comparison with Facebook;

 Experimenting with new metaphors and means of connections.

However, ASM are not without their flaws. Most of the work put into them appears to be aimed at 
solving technical problems (i.e., the problem of both network and American centralization). The 
complexity of network decentralization often makes ASM systems technically challenging to use. 
Whereas CSM such as Facebook and Twitter are now so popular that there is a great deal of social 
knowledge on how use them, installing or running ASM can often be quite challenging to lay users. 
This can result in what I call cultures of "techno-elitism" (Gehl, 2014a), where new users who ask for 
help are sometimes mocked by other, more experienced users. Moreover, if ASM become popular (as 
in the case of Ello in its early days), they can run into scaling problems as large numbers of new users 
sign up and overwhelm ASM servers or communications protocols.

In addition, the political economy problem of advertising is solved by many ASM merely through 
simple refusal: ASM often don't run advertisements, but do little else to consider financial viability. 
Less work has been done in ASM to make these systems financially stable, and in fact many ASM sites 
come and go as funding depletes and coders lose interest (as has happened to many ASM sites, 
including Lorea, TalkOpen, Galaxy, and Crabgrass). Perhaps Ello's incorporation as a "Public Benefits 
Corporation" is a viable economic model, or it could be that ASM can follow in Wikipedia's footsteps 



15 of 23

and become non-profit organizations funded through donations. Or, there may be a new model 
emerging in an as-yet largely unknown, experimental ASM. Twister, for example, allows users to 
volunteer spare computing cycles to verify its database, much in the same way that Bitcoin verification 
works. At the very least, this radically reduces the need for Twister to pay for storage and 
computational power by sharing these costs among users.

Perhaps most importantly, there are many problematic cultural practices that ASM have not directly 
addressed. For example, I have observed that the intense misogyny and racism found in Twitter (e.g., 
Mantilla, 2013) has in fact migrated to some ASM platforms. Under the banner of "free speech," some 
users have taken to ASM to rail against so-called "Social Justice Warriors" who are seen as "silencing" 
voices (predominantly of white men). Assuming they do not want such practices, ASM administrators 
and users must turn their attention away from technical problems and begin to focus more and more on 
the cultivation of particular cultures of interaction. Often, however, the overarching ideals of "free 
speech" and "open dialog" – many times coupled with technical barriers to controlling user activities – 
make ASM administrators hesitant to challenge sexist or racist speech.

Finally, the fact remains that ASM remain less popular than CSM. The numbers of registered members 
of various ASM I cited at the outset of this chapter are far, far lower than the reported monthly active 
users of Facebook and Twitter. The problems I'm pointing to here – techno-elitism, uncertain funding, 
and hateful speech of some ASM users – are not enough to explain this gap. The simplest explanation 
here is that of the network effect: the tendency for people to use communication technologies because 
people they know use them. In other words, people are on CSM because colleagues, friends, brands, 
and celebrities are, and people are not on ASM because colleagues, friends, brands, and celebrities 
aren't. But even network effects are no guarantee that CSM will always remain dominant. It is possible 
that present or future ASM system can become massively popular by combining new features with 
emerging media practices (such as augmented reality, virtual reality, or the Internet of Things), thus 
capturing a large userbase that continually attracts more and more users. Facebook, Twitter, Pinterest, 
and other CSM were once small projects, after all, and their dominance was never certain. One thing is 
certain, however: if critical reverse engineers don't make ASM, we will never see a decentralized, open,
more democratic alternative to contemporary CSM. CSM are not going to become open and democratic
on their own.

It is here that we academic critics can help. Comparative research between CSM and ASM, sustained 
ethnographic and social scientific study of ASM, the documentation and elaboration of new economic 
models, open participation by academics in ASM, and above all meetings of mind between critical 
coders and CSM critics can help to legitimate and mature these systems. This, I would suggest, is the 
best path forward for those of us who support contemporary alternative media and media justice.
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Appendix: A Selection of Currently Active Alternative Social 
Media

Here I offer URLs, short descriptions, and, where available, selected academic papers for many of the 
alternative social media systems discussed in this chapter.

For more information about these and other alternative social media, see the S-MAP: The Social Media
Alternatives Project, at www.socialmediaalternatives.org.

diaspora*

URL: https://diasporafoundation.org/

Founded in 2010 by four students at New York University, diaspora* is a federated social networking 
system. Its code is open source and can be installed on any Web server. Early in its history, it was 
hailed in the news media as a "Facebook Killer." This was unfortunate, because it was too much to 
expect of a brand-new system. However, despite diaspora* not living up to that expectation, it has 
steadily grown. Moreover, it has incorporated as a non-profit in the United States.

Academic Papers on diaspora*: Bielenberg et al (2012), Sevignani (2013), van der Velden (2013).

GNU social

URL: http://www.gnu.org/s/social/

Sponsored by the Free Software Foundation, GNU social is a Free Software package that can be 
installed on any Web server. GNU social began life in the late-2000s as Laconica, before being 
renamed StatusNet and finally GNU social. GNU social is a microblogging service. A notable example 
of GNU social in action is the Swedish site Quitter.se, which is styled to mimic Twitter and thus be the 
"methadone" to Twitter's "heroin" (Gehl, 2015a: 7).

Academic Papers on GNU social: Dhekene and Vibber (2011), Miltenberg and Leenaars (2015),

Twister

URL: http://twister.net.co/

Twister was created by Miguel Freitas in reaction to U.S. National Security Agency spying, as well as 
the need for activists and protesters to have decentralized means of communication. Working as a peer-
to-peer system, Twister runs on both the Bittorrent and Bitcoin protocols.

Academic Papers on Twister: Freitas (2015b).

Ello

URL: ello.co/

Ello was founded in 2014. It received a great deal of attention in news coverage due to its manifesto 
(quoted above) against advertising in social media. Unlike other ASMs, Ello is not open source, it is 
centralized, and in fact it is incorporated, albeit as a "Public Benefit Corporation."  Ello's design is akin 
to Pinterest, with an emphasis on graphics over text.
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Galaxy2

URL: http://w363zoq3ylux5rf5.onion/

Founded early in 2015, Galaxy2 is social network running as a Tor hidden service. It can only be 
accessed via Tor-based software such as the Tor Browser Bundle. Despite being hidden, Galaxy2 has 
grown to nearly 5000 members. The site is built on Elgg, a popular open-source social networking 
package.

Academic Papers on Galaxy2: Gehl (2015c).

Sone

URL: https://wiki.freenetproject.org/Sone

Sone is a social networking plugin for Freenet, an anonymous peer-to-peer network. Sone works much 
like Twitter: it uses a follower-followed relationship and relies on short posts. Much like Galaxy2, it 
cannot be accessed with a standard browser; the Freenet router is required.
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